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A B S T R A C T

Although the permeability of fractured rock mass is a fundamentally important property for the safe con-
struction of civil and mining engineering structures such as tunnels, in situ characterization of permeability
without resorting to hydraulic tests is difficult. For rapid, wide-area estimation, a method that can be con-
ducted at a field-scale using geological and geophysical investigation data is proposed. The method is not
based on conventional hydraulic test results. Instead, it combines the stochastic generation of fracture net-
works with the crack tensor theory. The most important parameter for this method is the fracture length dis-
tribution. Although the distribution parameters in the DFN model are assigned through sampling, a bias is
generally experienced because of the limited sampling area. To improve the estimation of such parameters,
in-situ electrical resistivity data and a symmetric self-consistent method are used to constrain the fracture
length distribution. The proposed method is applied to the fractured crystalline rock mass of the Mizunami
Underground Research Laboratory (URL) in the Tono area of central Japan. Its effectiveness and correctness
are demonstrated through good correspondence of the derived effective permeability with the in-situ mea-
sured permeability.

List of symbols

a scaling exponent
b fracture aperture (m)
f empirical connectivity parameter
g gravitational acceleration (m/s2)

average permeability (m2)
kij permeability (m2)
l fracture length (m)
lmin minimum fracture size (m)
lmax maximum fracture size (m)
n unit vector of normal orientation for a fracture
n(l) number of fractures with sizes in the range [l, l + dl]

per unit of volume (m−3)
r fracture radius (m)
D fracture diameter (m)
Kij Hydraulic conductivity (m/s)
L characteristic size (m)

Mij basic quantity for Oda's crack tensor theory
N number of fractures or fracture sets
N(l, L) total fracture number with sizes in the range [l, l + dl]

in a volume of characteristic size L
P10 number of fractures per unit length (m−1)
P32 cumulative surface of fracture per unit volume (m−1)
Ve grid block volume (m3)
γ fracture density term
δij Kronecker's delta
ε dimensionless fracture density
ζ number of fractures per volume (m−3)
θ standard deviation of a Fisher Distribution
κ Fisher constant or dispersion factor
μ water viscosity (Pa ∙ s)
τ mean number of intersections per fracture
τc, β parameter used in the improved Oda's crack tensor the-

ory
average electrical resistivity (Ωm)
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ρij effective electrical resistivity (Ωm)
ρw water density (kg/m3)

effective electrical conductivity (S/m)
σf fracture electrical conductivity (S/m)
σm matrix electrical conductivity (S/m)
ω aspect ratio

1. Introduction

Fractures (e.g., joints, faults), which are geologic discontinuities,
are ubiquitous at different length scales in crustal rocks: they can ex-
tend for millimeters to kilometers. Fractures are fundamentally impor-
tant for engineering applications such as high-level radioactive waste
disposal, enhanced geothermal systems, and underground construction
because they might serve as pathways of fluid flow or barriers that pre-
vent flow across them (e.g., Ishibashi et al., 2016; Li et al., 2009;
Wolfsberg, 1996). Especially at excavations of underground tunnels in
hard-rock masses, highly pressurized groundwater inflow in fractures
causes geohazards (e.g., Li et al., 2009). Estimating the permeability of
fractured rock masses persists as a challenging issue for studying fluid
flow and transport behaviors in fractured rock masses. Permeability
can exist as equivalent or effective permeability. The latter, an intrinsic
rock property at a large homogenization scale with a representative el-
ementary volume (REV) size (Lei et al., 2017; Renard and De Marsily,
1997), is the main target of this study.

Generally, permeability can be measured using laboratory tests,
field tests within boreholes, and numerically based upscaling algo-
rithms (e.g., Sævik and Nixon, 2017). Field hydraulic tests using pack-
ers and water pumps in single or multiple boreholes are more reliable
than laboratory tests for estimating the field-scale effective permeabil-
ity of fractured rock mass over a size larger than REV (Hamm et al.,
2007). Multiple-borehole hydraulic tests are used for measuring
anisotropic permeability if the fractured rock is assumed homogeneous
and anisotropic.

Typical difficulties hindering the use of such hydraulic tests are the
high cost and the necessity of long experimental times (Wolfsberg,
1996). Numerical and analytical methods have been developed to char-
acterize the main fractures hydraulically and to estimate permeability.
Fluid flow and transport through fractured rock mass can be modeled
using the Equivalent Continuum (EC), the Discrete Fracture-Matrix
(DFM) model, Discrete Fracture Network (DFN), and Pipe Network
(PN, e.g., Dershowitz and Fidelibus, 1999; Hadgu et al., 2017; Koike et
al., 2015; Leung et al., 2012; Liu et al., 2019). The EC models are based
on dual porosity (Barenblatt et al., 1960; Warren and Root, 1963), dual
permeability (Vogel et al., 2000), and multi-continuum method (Pruess
and Narasimhan, 1982; Pruess et al., 1999). However, EC models are in-
appropriate to simulate the fluid flow through a small number of large-

scale fractures. A DFM model, which uses two-point or multi-point flux
approximations to assess interactions between a rock matrix and frac-
tures, has been well developed to model fluid flow in fractured rock
masses (Karimi-Fard et al., 2003; Sandve et al., 2012). For cases in
which fractures provide predominant pathways of fluid flow in a rock
mass with low permeability, a DFN model or a pipe network model is
reliable (e.g., Valera et al., 2017).

Those numerically based methods engender requirements for high
computational demand. Therefore, analytical methods such as the
crack tensor theory (e.g., Oda, 1986) are applicable as alternatives. An-
alytical models might also use stochastically generated fracture DFNs.
An important difficulty of DFN modeling is the incorrectness of the frac-
ture length distribution that is inferred from the trace lengths obtained
from outcrops and tunnel walls (Mak, 2014). Several simplifications are
necessary for estimation of the distribution parameters, which might
cause unrealistic DFN. Therefore, rational constraints are necessary for
correction of the fracture length distribution. Although geophysical, hy-
drological, and geomechanical data have been used as constraints for
stochastic DFN modeling (den Boer and Sayers, 2018; Dorn et al., 2013;
Follin et al., 2014; Lei et al., 2014; Williams-Stroud et al., 2013), no
method using electrical resistivity data has been proposed for constrain-
ing the fracture length distribution.

Herein, the electrical resistivity is selected as a novel constraint con-
dition of a DFN because it is sensitive to permeable fractures through
which much of the groundwater flows. The primary objective of this
study is to estimate the effective permeability accurately and effi-
ciently without hydraulic tests by combining DFN modeling and a
crack tensor theory with a constraint by in-situ measured resistivity for
fracture length distribution and upscaling of calculated permeability.
The resistivity data used for this study originate from geological sur-
veys conducted with borehole cameras and geophysical logging in a pi-
lot borehole for tunnel excavation (Fig. 1). The constrained DFN model
is then used to estimate upscaled permeability. The proposed method is
applied to the fractured crystalline rock mass of the Mizunami Under-
ground Research Laboratory in the Tono area of central Japan as a
case study. Its effectiveness is demonstrated by comparing the esti-
mated effective permeability with the in-situ measured permeability.
This paper is organized as follows. Section 2 introduces the DFN model-
ing approach, Oda's crack tensor theory and symmetric self-consistent
method. Then, an overall workflow is presented in Fig. 2. Finally, two
cases studies are conducted to validate our proposed method.

2. Methods for calculating effective permeability

2.1. Discrete fracture network modeling

The first step is DFN modeling of fracture distribution because exact
deterministic expression of fractures using limited field survey data
from outcrops and scanlines is impossible. The DFN modeling expresses
stochastic fracture properties such as fracture locations, shapes,
lengths, orientations, and apertures and their correlations. Following

Fig. 1. Schematic view of an advanced (pilot) borehole. Camera and logging tools (e.g., electrical logging) are installed along an advanced hole.
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Fig. 2. Flowchart for calculating field-scale effective permeability of a fractured rock mass by combining the DFN model with the improved Oda's crack ten-
sor with a constraint by in-situ measured resistivity data for the fracture length distribution.

traditional DFN modeling, this study adopted a homogeneous Poisson
approach for fracture position (Xu and Dowd, 2010). This process is
based on a random process controlled by a scale-averaging fracture
density such as P10 or P32 in space (Dershowitz and Einstein, 1988). Ac-
tually, P32 is a scale-averaging volumetric measure of fracture intensity
by the total fracture surface area per unit volume; P10 is the number of
fractures per unit length. Because P32 cannot be estimated directly, it is
derived from P10 using an analytical or a numerical method.

Fracture orientations were derived from the dip direction and angle
data that were assumed to follow the von Mises–Fisher distribution
with the following probability density function f(θ) as:

(1)

where θ (°) stands for the standard deviation of the dip direction and
angle and κ is a Fisher constant expressing dispersion of direction clus-
ters. When κ is large, fractures are closely and parallelly distributed.
Fracture orientations can be described as a Fisher distribution for κ ≥ 5.

Fracture length distribution is usually derived from observed trace
lengths and is assumed to follow a truncated power law by defining the
minimum and maximum lengths (lmin and lmax) (Lei et al., 2017). A frac-
ture size density distribution, n(l), which describes the number of frac-
tures per unit of volume in the range [l, l + dl] (dl ≪ l), is used to set
the fracture length distribution as shown below:

(2)

In that equation, γ is a fracture density term and a is a scaling expo-
nent. The total number of fractures with sizes in the range of [l, l + dl]
in a volume of characteristic size L, N(l, L), is equal to the following:

(3)

If a computational domain is cubic, then L is the cube side length. It
is noteworthy that L should be larger than or equal to the REV size. For
the 3D space, γ is equal to P32 and a ≥ 2 (Lei et al., 2017). A fundamen-
tally important difficulty is how to find an unknown a value correctly.
Assuming that rock mass is saturated, the total volume of saturated
fractures is proportional to the total length of fractures in the range
[lmin, lmax]. Also, the fracture apertures are constant. In situ measured
resistivity data were used to find a, as described in Section 2.3.

The fracture aperture has been regarded as correlated with the frac-
ture length. Its distribution is generally approximated as a power law
or a lognormal distribution (Lei et al., 2017; Min et al., 2004). The uni-
form assumption is for cases without sufficient aperture data by obser-
vation.

2.2. Crack tensor theory

As a semi-analytical upscaling method to calculate the effective
permeability of a fractured rock mass, Oda's crack tensor theory has
been used widely by assuming the fracture shape as a penny disk (e.g.,
Koike et al., 2012; Oda, 1986). By defining the position, size, and orien-
tation of each disk, a quantity of fractures intersecting a block with
volume Ve larger than REV, Mij, can be expressed as the following:
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(4)

Therein, D, b, and ni(i = 1,2,3), respectively represent the diameter,
aperture, and the unit vector component of normal orientation of the
fracture disk. The permeability kij (m2) of Ve is then calculated using a
discrete crack tensor approach (Rutqvist et al., 2013; Wang et al.,
2014) as the following equation:

(5)

In that equation, the so-called Oda's crack tensor theory, N repre-
sents the total number of fractures intersecting Ve; δij is Kronecker's
delta.

To avoid overestimation of fracture connectivity, an empirical con-
nectivity parameter f for fractures that contribute considerably to ef-
fective permeability was introduced as shown below:

(6)

In addition, f was given concretely as (Mourzenko et al., 2011):

(7)

where τ represents the mean number of intersections per fracture and τc
stands for the percolation threshold. Eqs. (6) and (7) are the improved
Oda's crack tensor theory, used in this study. Condition τ < τc is for a
disconnected fracture network; fracture permeability = 0. The combi-
nation of τc = 2.41 and β = 0.18 is for the disk-shaped fracture set
(Mourzenko et al., 2011; Sævik et al., 2013) used for this study.

The permeability tensor in the 3D space is expressed as shown be-
low:

Therein, kxy = kyx, kxz = kzx and kyz = kzy for a symmetric second-
order tensor. Average effective permeability , the main rock-mass
property of this study, is the average of diagonal components (Li et al.,
2009) as presented below:

(8)

2.3. Symmetric self-consistent method

Because the resistivity of rock mass is sensitive to the existence of
fractures, in-situ measured resistivity data by geophysical logging in a
pilot borehole before tunnel excavation are useful to constrain a DFN
model, particularly the fracture length distribution. For this constraint,
close matching between the calculated and measured resistivity of rock
mass is indispensable. The symmetric self-consistent method (SSC;
Sævik et al., 2013, 2014) for upscaling effective resistivity ρij from resis-
tivity data was used for this matching, because it can consider fracture
interactions under large fracture density. In a homogeneous medium of
matrix conductivity σm (inverse of resistivity) with N conductive frac-
tures, ρij is formulated as:

(9)

(10)

where the following are true:

(11)

(12)

(13)

In those equations, ε represents the dimensionless fracture density, ζ
denotes the number of fractures per unit volume, r stands for the frac-
ture radius, σf denotes conductivity of saturated fracture, and ω ex-
presses the fracture aspect ratio of aperture divided by diameter, σfω re-
quires corrections for converge. Similarly to , average resistivity is
given by calculating the diagonal components of ρij as shown below:

(14)

2.4. Analytical flow

Estimation of of a fractured rock mass was implemented along the
flow chart in Fig. 2. The first step is construction of a DFN model using
fracture data for orientation and density from borehole camera images
and a truncated power law of the fracture length distribution.

The second step is calculation of from the DFN model using SSC
and comparison of with the average of in-situ resistivity data from
borehole loggings. If the difference is large, then the DFN model is mod-
ified by changing the a value in Eq. (2). Otherwise is calculated finally
using the improved Oda's crack tensor.

3. Application to field data

3.1. Study site and fracture data

The proposed method was applied to permeability characterization
of a part of the Mizunami Underground Research Laboratory (MIU) in
Gifu Prefecture, central Japan (Fig. 3). This site is composed primarily
of late Cretaceous biotite granite (Toki granite), the basement rock in
this area. Multidisciplinary scientific studies have been implemented in
the MIU project for clarifying deep geological environments, develop-
ing technologies to enhance the reliability of geological disposal of
high-level-radioactive wastes (Japan Nuclear Cycle Development
Institute, 2002), and investigating details of hydraulic properties of
fractures and rock matrix (e.g., Koike et al., 2015; Kubo et al., 2019).
Among them, geological surveys, geophysical logging, and packer tests
were conducted along an N30°E horizontal borehole (12MI33) with to-
tal length of 102 m at 500 m depth (Fig. 3); fracture, resistivity, and
permeability data were obtained as shown in Fig. 4 (Tsuyuguchi et al.,
2014), whose data is published and available in our study. The study
site is under the groundwater table. Rocks are saturated as described
earlier reports (e.g., Tsuji et al., 2017).

From borehole televiewer images, 297 fractures were observed
along borehole 12MI33. The typical observed results are summarized in
Fig. 4c and Table 1. The fractures generally accompany filling minerals
and argillic alterations composed of chlorite and epidote (Kubo et al.,
2019; Yoshida et al., 2013). The filling minerals, materials, and water
decrease the fracture resistivity to below the level of the rock matrix re-
sistivity. This decline was confirmed by the low resistivity of the water
samples collected from borehole 12MI33. Fractures were concentrated
in the damage zone around a minor fault that appeared in the tunnel
(gallery) along 12MI33 (Fig. 3), as shown in Fig. 4c and d (Tsuyuguchi
et al., 2014), whose data is published and available in our study. Only
17 fractures were observed to be open with clear apertures of about
0.5 mm (Fig. 4c). Using spherical K-means clustering, the fractures
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Fig. 3. Location map of the Mizunami Underground Research Laboratory and the borehole 12MI33 with 102 m length marked as a red line in the Tono
area, central Japan. Geological surveys, electric logging, and hydraulic tests were implemented in 12MI33 at the 500-m-deep gallery. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Summary of observed data along the horizontal borehole 12MI33 with (a) in situ resistivity data, (b) measured permeability by hydraulic tests at
the six borehole sections (Nos. 1–6), (c) distribution of fractures observed clearly by the borehole televiewer, and (d) geological settings based on descrip-
tions of core samples. Two electric loggings (Log-1 and Log-2) were implemented. The gray hatched zones were excluded because of abnormal values in
(a). Blue dashed and solid bars in (b) represent the average of all data in the six sections and in-situ measured value in the No. 1 section. Red dashed and
solid bars are the permeabilities estimated using the proposed method, as described in Section 4. (For interpretation of the references to colour in this fig-
ure legend, the reader is referred to the web version of this article.)

were grouped into a single set with the average dip direction and angle
shown in Table 1 (Kalinina et al., 2018). Parameter K in the von
Mises–Fisher directional statistics was found as 7.0, which demon-
strated that the fracture orientations are well approximated by the
Fisher distribution (Kalinina et al., 2018).

These fracture parameters are used in our DFN modeling, described
later. Two cases, (Table 1) are conducted: i) averaged values along
borehole 12MI33, and ii) averaged ones only in the section No.1 of

12MI33. Each fracture location is not accurately modeled. Instead, the
fracture distribution shown in Table 1 is used in the modeling. Fracture
aperture is a critical parameter for which an adjustment is required in
the DFN model. In this study, The authors simply assume the represen-
tative values of electrical and hydraulic apertures based on the bore-
hole-based observations and experiments, then investigate how effec-
tive the adjustment of only one parameter (fracture length) of DFN
generation is to reproduce the observed permeability. Fractures occur
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Table 1
Observed fracture orientation and density for the DFN modeling. Cases 1
and 2 respectively denote the average fracture parameters along borehole
12MI33 and parameters only for the No. 1 section in Fig. 4. The dip di-
rection is measured in a clockwise fashion from true north.

Ca se 1(Avg .) dip (°) dip direction (°) κ P10 (m−1)

set-1 82.0 28.0 7.0 0.17

Ca se 2 (No.1) dip (°) dip direction (°) κ P10 (m−1)

set-1 62.4 52.2 5.0 0.44

at all scales, and the multi-scale fractures would be involved in the
modeling. The authors focus only on the open (visible) fractures having
various fracture length in this study, since the distribution of fractures
observed by the borehole televiewer and the geological settings show a
good correspondence with the measured permeability values by hy-
draulic tests (especially at the section No. 1 and the surroundings; Fig.
4). Here, the 17 open fractures (Fig. 4c) were used for by assuming
that all electrical apertures are equal to the geometrical aperture
0.5 mm irrespective of the fracture length. Another important parame-
ter is hydraulic aperture b, which differs from the geometry aperture
but which can be estimated using an empirical equation derived from
laboratory tests and assuming a proportional relation to the fracture
radius, as described in an earlier report (Kalinina et al., 2018):

(15)

3.2. Physical properties of rock

The in-situ resistivity data by electrical logging using short normal
with 25 cm electrode separation was 250–2770 Ωm along 12MI33
(Iwatsuki et al., 2019), as presented in Fig. 4a. One remarkable feature
is the large decrease of resistivity in the fault damage zone (the No.1
section), with average 600 Ωm versus the overall average of 2000 Ωm.
It is noteworthy that the erroneous resistivities in the hatched zones
(Fig. 4b) were excluded from analyses. To assign the resistivity of the
saturated fracture, the resistivity of the water samples from 12MI33
was measured as 7.0 Ωm (Table 2). The matrix resistivity without open
fractures was assumed as 5000 Ωm based on the maximum resistivity
measured at intact rock masses on the GL-500 m gallery (Fig. 3). Other
rock properties obtained using geophysical logging were 2.56 g/cm3

average density (2.36 g/cm3 around the No. 1 section), 2% or less
porosity, and 5.5–5.7 km/s P-wave velocity (Tsuyuguchi et al., 2014),
which suggests intact granite along 12MI33, except for the damage
zone.

The hydraulic conductivities Kij (m/s) obtained through the hy-
draulic tests are portrayed in Fig. 4c, which were converted into perme-
ability kij (m2) by:

(16)

Table 2
Parameter values used for DFN modeling and crack tensor.

Ma trix resi stiv ity 5000 Ωm

Fracture resi stiv ity 7.0 Ωm
Field-scal e resi stiv ity Ca se 1 (Avg .): 2000 Ωm

Ca se 2 (No. 1): 600 Ωm
Char acteri stic si ze 100 m
Minimum fracture length 0.5 m
Ma ximum fracture length 100.0 m
Side length of each gr id block size 20 m as explained in 4.1.
Scal ing exponent 2.5 to 3.5
Electrical aperture 5.0 × 10−4 m
Hydraulic aperture Application of Eq. (15)

where μ represents fluid viscosity (1.0 × 10−3 Pa ∙ s), ρw signifies water
density (1000 kg/m3), and g stands for gravitational acceleration (9.8
m/s2). A value 1.0 × 10−15 m2 was used as a reference field-scale per-
meability, similarly to a study reported by Iwatsuki et al. (2019).

3.3. Model setup

Two cases of fracture parameters were prepared for DFN modeling
to examine permeable fractures specifically: Case 1 – averages of all
fracture data; and Case 2 – averages of only fracture data in the highly
permeable section of No. 1 (Table 1). The No. 2 section was around the
junction of two logging tests: Log-1 and Log-2 (Fig. 4a). Furthermore,
the No. 6 section had a high flow rate of groundwater observed at the
end of drilling (Tsuyuguchi et al., 2014). Both were permeable, but they
were excluded because of a lack of resistivity data. Details of all results
are explained below for Case 1, but only main results are shown for
Case 2.

Parameter values used for the DFN modeling and crack tensor are
presented in Table 2. Cubic grid blocks of 5 × 5 × 5 with each side
length (REV size) of 20 m were set in the computational domain. First,
several tests were performed to decide the range of a. When a was
smaller than 2.5 or larger than 3.5, the estimated electrical resistivity of
a DFN model differed greatly from the in-situ measured electrical resis-
tivity. Consequently, the optimum value of a was selected as 2.5–3.5
through matching between the calculated and the resistivity data.

Three axes of the calculation domain were set along E–W (x) and
N–S (y). The vertical (z) and the domain were divided into several grid
blocks of cubic shape by assuming that REV was smaller than this grid-
block. The authors ascertained the REV size of fractured rock mass fol-
lowing the method reported by Min et al. (2004). After 100 large ‘par-
ent’ DFN models of 100 m × 100 m × 100 m were generated, each
model was divided into grid blocks with 5–25 m side length. The aver-
age of values of all grid blocks changed with increasing unit grid-
block size. A suitable REV size was inferred when the change of aver-
age became gradual.

4. Results

4.1. REV size

The averages of grid blocks decreased concomitantly with increas-
ing side block length using the maximum (3.5) and minimum (2.5) a
values (Fig. 5). Both changes became gradual at a certain side length
(e.g., 20 m) or greater side length. Based on Fig. 5, a larger side length
would be preferable to estimate the effective permeability. However, in
the crack tensor theory, the rock masses are treated as homogeneous
media (Oda, 1985). The fracture distribution in the large parent DFN
model is stochastically generated, and not always statistically homoge-
neous. That is a reason to establish the REV, in which the characteristic
of fractures assumed to be constant. In addition, considering the statisti-
cal stability, a large number of grid blocks (e.g., >100) is preferable for
the estimation of the average of a DFN model.

Determination of optimal block size of a REV is a subjective task,
depending the stability of estimated physical parameters and its spatial
resolution (e.g., Min et al., 2004). Although several methods to deter-
mine the size of REV are proposed (Min et al., 2004; Ni et al., 2017; Ma
et al., 2020), a simple way is applied here; the REV size corresponds to
the minimum size beyond which the averaged physical value is stable
(Pouya and Ghoreychi, 2001; Chalhoub and Pouya, 2008). The corner
of curve in Fig. 5 is not sharp, so several different values represent rea-
sonable block sizes; 19–22 m approximately. More quantitatively, the
relative difference of effective permeability between two neighboring
block sizes (e.g., 15 & 16 m, 16 & 17 m, and so on) is calculated. It
keeps around 5%, and does not change much beyond the block size of
20 m. The authors consider the relative difference with 5% can be ac-
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Fig. 5. Change in the average of effective permeability of grid blocks in a computational domain with 100 m characteristic side length. DFN models were
constructed using the parameters defined in Tables 1 and 2 with scaling exponents a (a) 3.5 and (b) 2.5.

cepted as small. In addition, the large ‘parent’ DFN model has a side
length of 100 m, so that the REV size is basically limited to its divisors:
10, 20, 25, or 50 m. Therefore, the REV size was determined as 20 m in
the later results. Another case under the REV size of 25 m will be also
discussed later.

4.2. Optimum DFN model

The scaling exponent a has a great effect on the fracture length and
density, and also on the physical parameters of the rock mass (effective
resistivity and permeability). The average fracture length in the DFN
model for Case 1 decreased gradually with a (Fig. 6). It is easily inferred
from the definition of a (see Eq. (3)). The number of fractures per unit
volume in the computational domain, P30 (m−3), increased with increas-

Fig. 6. Relation between average facture length and scaling exponent a be-
tween 2.5 and 3.5 for Case 1.

ing a value (Fig. 7). In this study, the constant fracture density is as-
sumed in the DFN modeling; however, it is the number of fractures per
unit length P10 (m−1) shown in Table 1. The longer fractures contribute
to P10 values as well as smaller fractures, but less to P30 values. The av-
erages of and values of 125 grid blocks also changed gradually
with increasing a value (Fig. 8). As an example of the constructed DFN
model, the model with the shortest average fracture length by a = 3.5
is presented in Fig. 9a, for which the average (3094 Ωm) is larger than
the field-scale resistivity, 2000 Ωm (Table 2). The resistivity difference
is much larger than the matching criterion in Fig. 2. Therefore, the DFN
model is unsuitable. By repeating the change of the a value, the resistiv-
ity difference fell into the criterion at a = 3.0. The optimum DFN
model was obtained as presented in Fig. 9b. Regarding Case 2, optimum
a was found as 2.8 for average fracture length assigned as 1.10 m.

Fig. 7. Relation between the number of fractures per unit volume P30 and
scaling exponent a between 2.5 and 3.5 for Case 1.
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Fig. 8. Relationship between scaling exponent a (=2.5–3.5) and (a) average of effective electrical resistivity and (b) effective permeability of 125 grid
blocks, respectively for Case 1. The dashed line in (a) shows the in-situ measured resistivity value.

Fig. 9. DFN models constructed for Case 1 with a = 3.5 (a) and the optimum value, 3.0 (b) in the calculation domain of 100 m × 100 m × 100 m and the
location of cross-sections in Fig. 10 by red lines. The (a) model does not satisfy the convergence criterion presented in Fig. 2. Finally, the (b) model is used for
subsequent examinations and discussions. The x, y, and z axes are respectively oriented eastward, northward, and upward vertical. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

Sensitivity of fracture distribution to a was demonstrated using a
vertical cross-section in the middle of y axis (y = 50 m) by comparing
two DFN models with a = 3.5 and 3.0 for Case 1 (Fig. 10). The respec-
tive average fracture lengths are 0.83 m (a = 3.5) and 0.99 m
(a = 3.5). Comparison confirms the presence of many more long frac-
tures in the model a = 3.0, which almost matched the calculated al-
most with the measured resistivity. Results show that the constraint of
resistivity data obtained from geophysical logging is valid for construc-
tion of a plausible DFN model.

4.3. Effective electrical resistivity

The ρij values along the x, y, and z axes of each grid block in the
DFN model with a = 3.0 are presented in Fig. 11. The resistivity along
each direction differs because of anisotropy of the DFN model (Fig. 9b).
However, was 2064 Ωm, which is around the field-scale resistivity of

2000 Ωm. This similarity also supports the suitability of the DFN
model.

4.4. Effective permeability

The diagonal permeability components, kxx, kyy, and kzz of each grid
block in the DFN model with a = 3.0 and their planar distributions at
the vertical cross-section as the same location with Fig. 10 are depicted
respectively in Figs. 12 and 13. Grid blocks with high permeabilities in
Fig. 12 correspond to small resistivities in Fig. 11. Averages of all kxx,
kyy, and kzz values and the resultant are compared with the hydraulic
test data in Table 3. Because the fractures were steep, as shown by the
average dip, 82° (Table 1), a feature by which kzz (related to vertical
flow) and kyy (related to horizontal flow) are, respectively, the maxi-
mum and minimum, is reasonable. The second largest value of kxx is re-
lated to the dominant strike of fractures, N62°W, which is perpendicu-

8
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Fig. 10. Vertical cross-sections of the DFN models in Fig. 9, constructed with a = 3.5 (a) and 3.0 (b), at the middle of the y axis (y = 50 m).

Fig. 11. Resistivities of diagonal components, (a) ρxx , (b) ρyy, and (c) ρzz of respective DFN model grid blocks constructed with a = 3.0 for Case 1 in Fig.
9b. The side length of each grid block is 20 m. The calculation domain size is shown in Fig. 9.

Fig. 12. Permeabilities of diagonal components, (a) kxx , (b) kyy, and (c) kzz of each grid blocks in the DFN model constructed with a = 3.0 for Case 1 in Fig.
9b. The domain size is presented in Fig. 11 .

Fig. 13. Vertical cross-sections of (a) kxx , (b) kyy, and (c) kzz of grid blocks in the DFN model constructed with a = 3.0 for Case 1 in Fig. 12 . The cross-section
location is portrayed in Fig. 10 .

9
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Table 3
Comparison between calculated diagonal permeabilities through the con-
structed DFN model in Fig. 9b and permeability by in-situ hydraulic test-
ing.

Ca se 1 (Avg .) Ca lculated effective
perm eabili ty (m2)

In-si tu meas ured
perm eabili ty (m2)

kxx 7.36 × 10−16 Unmeas ured
kyy 3.98 × 10−16 Unmeas ured
kzz 8.60 × 10−16 Unmeas ured

6.65 × 10−16 1.0 × 10−15

Ca se 2 (No.1) Ca lculated effective
perm eabili ty (m2)

In-si tu meas ured
perm eabili ty (m2)

kxx 9.03 × 10−15 Unmeas ured
kyy 1.07 × 10−14 Unmeas ured
kzz 1.13 × 10−14 Unmeas ured

1.03 × 10−14 2.67 × 10−15

lar to the main dip direction, 28° (Table 1). Comparison of Figs. 10 and
12 reveals that the kzz values tend to increase in zones where long frac-
tures are concentrated.

For the measured = 1.0 × 10−15 m2, the value of calculated us-
ing the proposed method was about its half, 6.65 × 10−16 m2. The cal-
culated in Case 2, 1.03 × 10−14 m2, was about four times larger than
the measured = 2.67 × 10−15 m2 (Table 3). Despite these discrepan-
cies, the differences are smaller than one order in both cases. Therefore,
the proposed method can be regarded as effective.

5. Discussion

In this study, the difference between the calculated effective perme-
ability and in-situ measured permeability is less than one order for each
case. The authors believe that our scheme of permeability estimation is
effective; however, minor difference still remains. One possible cause of
the difference is the presence of clay minerals as filling fractures: chlori-
tization was observed in the fault gouge in the core samples from dam-
age zone from the No. 1 section (Fig. 4; Tsuyuguchi et al., 2014). Clay
minerals in saturated rocks generally decrease the resistivity and per-
meability. If clay minerals are not taken into consideration, the lower
the resistivity, the longer the fracture length (which may result in the
over-estimation of permeability). Accordingly, the predicted was
slightly higher than the actual value at the No. 1 section (Case 2 in
Table 3; Fig. 4b). Another possible cause is that a single-borehole hy-
draulic test was unable to measure anisotropic permeabilities of frac-
tured rock mass: the in-situ measured permeability is always an aver-
age behavior, irrespective of direction. Fractures perpendicular to the
borehole direction tend to appear much more than fractures parallel to
the direction. This directional bias of fractures might induce a phenom-
enon by which the measured permeability differs from the intrinsic per-
meability of the fractured rock mass.

This study optimized only one unknown parameter a, scaling expo-
nent, in the DFN model. Other parameters such as fracture location and
aperture are also necessarily constrained to construct a more accurate
DFN model using data of various types. A multi-parameter optimiza-
tion scheme is expected to be effective for the constraint. Then, multiple
DFN models with equal accuracy might be built. Geophysical logging
tool (Fig. 1) obtains various physical parameters along a borehole (e.g.,
seismic velocity, density, porosity with resistivity), and will be helpful
for the multi-parameter optimization. Several other approaches can be
also used to reduce uncertainty of DFN models. For example, microseis-
mic data together with geologic data were used to constrain fracture
locations to decrease uncertainty of the DFN models (Sun et al., 2016).
In this method, fracture length was assumed to follow a power-law dis-
tribution without any constraint and only fracture locations were con-

strained by considering that microseismic events were located at or
close to fractures. Instead of constraining fracture locations of a DFN
model, the power law parameters in DFN models were calibrated using
in-situ hydrogeological data (Follin et al., 2014) with construction of
initial DFN model using the geological data obtained from the bore-
holes. The frequency of connected open fractures observed in the hy-
draulic pumping tests was used to adjust the size distributions of frac-
tures. Those two approaches can be implemented to reduce the uncer-
tainties of DFN models by using available datasets (e.g., geophysical
logging and hydraulic tests along a test borehole), then the optimized
model parameters can be applied to permeability prediction along
other boreholes. Even with our limited parameter optimization, the es-
timated permeability along borehole 12MI33 is similar to the observed
ones with moderately small discrepancies (less than one order of magni-
tude; Cases 1 and 2 in Table 3). As mentioned, electrical resistivity was
selected by this study to constrain a DFN model because of its sensitiv-
ity to fractures. Geophysical surveys for in-situ electrical resistivity
data are common in engineering practice (e.g., tunnel construction).
Consequently, using electrical resistivity data as a constraint of build-
ing a DFN model is feasible, and a permeability of fractured rock is ob-
tainable.

Several issues remain in relation to our proposed method. The effec-
tive permeability continues to decrease over the side length of the DFN
model, 20 m, although the rate of decrease becomes low as shown in
Fig. 5. This phenomenon may result from the relation between hy-
draulic aperture and the fracture length. Effective permeability be-
comes constant over a certain block size if the hydraulic aperture is con-
stant and does not vary with the fracture length. To check suitability of
the REV size of 20 m for estimating the effective permeability, the side
length was changed to 25 m and the values of were calculated by us-
ing a = 2.5–3.5 for Case 1. As shown in Fig. 14, the difference of be-
tween the two side lengths is small in the a range 2.9–3.5, whereas the
difference becomes large for a smaller than 2.7. It is probable therefore
that the effect of the REV size on is small in the range of a = 2.7–3.5.
Although the difference of becomes large with decreasing a from 2.7
and maximizes at a = 2.5, the relative difference is 20% at most. Con-
sequently, the 20 m size is proper to evaluate the effective permeability
for a = 2.5–3.5. One caution is that larger REV size may produce

Fig. 14. Relation between average of effective permeability of grid blocks
and a between 2.5 and 3.5 for Case 1 with two REV sizes of 20 m and 25 m.
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slightly smaller effective permeability, because of the REV size 25 m
is smaller than of 20 m (Fig. 14).

The authors used effective permeability in this study to represent
fractured rock permeability. Using equivalent permeability is also pos-
sible. This equivalent permeability does not necessarily require a REV
size of DFN model, which seems more flexible than the effective perme-
ability. However, equivalent permeability is changeable with the grid-
block size. Accordingly, several equivalent permeabilities might be cal-
culated under a condition for determining a single effective permeabil-
ity, which results in increasing uncertainty of permeability estimation.
Although more examination of the difference between effective and
equivalent permeabilities is necessary, effective permeability might be
suitable for a comparison with the in-situ measured permeability.

6. Conclusion

This study was conducted using resistivity logging data obtained in
pilot drilling for tunnel excavation as a constraint of the distribution,
thereby overcoming a persistent difficulty of DFN modeling: uncer-
tainty in fracture length distribution. Effectiveness of using the electri-
cal resistivity and the symmetric self-consistent method were proved re-
spectively to constrain fracture lengths and calculate electrical resistiv-
ity of a DFN model. Through this application, an optimized scaling ex-
ponent for the fracture distribution was determined, which enabled de-
rivation of a suitable effective permeability of the x, y, and z axes and
their average using an improved Oda's crack tensor theory.

To validate the proposed method, we conducted two case studies
examining fracture and resistivity data obtained from a borehole at
500 m depth at the Mizunami Underground Research Laboratory, cen-
tral Japan. The data were from the Toki granite. The difference be-
tween the average effective permeability using our proposed method
and the averaged permeability measured by hydraulic tests was less
than one order. For Case 1, which targeted the whole case study area
with all available data, a DFN model with scaling exponent a = 3.5
was unsuitable, because its was larger than the in-situ measured resis-
tivity. By changing a to 3.0, the optimal DFN model was constructed
with corresponding average effective permeability

= 6.5 × 10−16 m2, which is about half of in-situ measured perme-
ability 1.0 × 10−15 m2. For Case 2, which was limited to the fault dam-
age zone, a was set as 2.8. The calculated was 1.03 × 10−14 m2,
which was about four times greater than the in-situ measured perme-
ability of 2.67 × 10−15 m2. Based on results of these two case studies,
we conclude that the constrained DFN modeling approach using in-situ
resistivity data can avoid constructing unrealistic DFN models with too
many short fractures.

Improvement of the proposed method, our next step, can be accom-
plished by changing the Oda's crack tensor theory and the symmetric
self-consistent method, which are empirical methods, to more accurate
numerically based methods. Moreover, this study examined only the ef-
fects of a on the DFN modeling, but the modeling accuracy depends
also on other parameters such as the minimum and maximum fracture
lengths, fracture aperture, fracture location together with clay mineral
contents. Deep consideration of all control parameters for DFN model-
ing and their sensitivities to the accuracy of DFN models will be
achieved by multi-physical data, and are important subjects for future
work.
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